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Modelling relationships among some
test-taker characteristics and
performance on EFL tests: an
approach to construct validation
Antony John Kunnan California State University, Los Angeles

Construct validation has seen two proposals recently: the use of construct
representation and nomothetic span variables through structural modelling
and the concept of population generalizability. This study investigated the
influence of two major test-taker characteristics (TTCs), social milieu or
cultural background and exposure or previous instruction, on test perform-
ance (TP) in tests of English as a foreign language (EFL) for two native
language groups, the non-Indo-European (NIE) and the Indo-European
(IE). Data from the Cambridge-TOEFL comparability study (Bachman et al.,
1991; N = 1448) from eight sites in eight countries was used. The instruments
were 1) a 45-item Likert scale background questionnaire which captured the
test-taker characteristics; and 2) the First Certificate in English, administered
by the University of Cambridge Local Examinations Syndicate, the TOEFL
and the SPEAK, administered by the Educational Testing Service, Princeton,
and the Test of English Writing. Modelling of the TTCs and the TP factors
generally supported an equal influence factors model (where the factors have
equal status) and an intervening factors type model (where the factors are
not equal in status and one factor is an intervening factor) for both the NIE
and IE groups.

I Modelling and generalizability in construct validation

Construct validation has seen new proposals in emphasis and
orientation since Cronbach and Meehl’s (1955) early proposal. Two
of these proposals could rewrite the way construct validation
research is conducted in the future. The first change is a conceptual
one. In the late 1950s and 1960s, construct validation was strictly
formulated as hypothesis testing and had a confirmationist bias or a
convergent and discriminant validation emphasis (Campbell and
Fiske, 1959). Responding to criticisms of this approach (see Bech-
told, 1959; Loevinger, 1957), Bentler (1978) proposed a causal-
modelling approach to construct validation. This proposal extended
the Cronbach-Meehl framework by arguing for the construct valida-
tion of a substantive theory, focusing attention on the entire
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nomological network of associations of a given construct to other
constructs and manifest variables.

Building on this proposal, Embretson (1983) argued that the
construct validation of a test depended on both construct representa-
tion (theoretical constructs that explain responses to items) and
nomothetic span (the utility of the test for measuring individual
differences). This new orientation to construct validation would
include not only validation of test performance (which investigates
construct representation) but also validation of structural relation-
ships among test performance and individual difference variables,
such as test-taker characteristics (which investigates the nomothetic
span).

Messick (1989: 48-49) sums up the value of using this construct
validation approach: ..

... if the constructs operative in test performance have been previously
identified in the construct representation phase, quantitative models that
permit a priori construct specification may be applied to the correlational
data. For example, path-analytic or structural models (Bentler, 1980; James et
al., 1982; Joreskog & Sorbom, 1979) may be used to appraise the extent to
which the component constructs can account for the test’s external pattern of
relationships.

From a philosophical perspective too, this construct validation

approach fits well with the Kantian inquiry system which entails the
formulation or identification of alternative perspectives on a theory
or problem representation which explicitly recognizes the strong
intertwining of theory and data (Churchman, 1971). In addition,
following the recent methodological pluralism of Feyerabend (1975;
1981), construct validation studies have argued for exploration and
alternative explanations rather than pure hypothesis testing (for
example, Cooper and Regan, 1982; Kyllonen, Lohman and Woltz,
1984).
The second proposal in construct validation is one that deals with

generalizability, especially as a result of the important theme of
population heterogeneity within construct validation research that
has recently emerged. Educational and language testing researchers
have typically dealt with this issue as part of differential item
functioning (DIF) studies or test bias studies, seeing the issue

primarily as a problem of cultural fairness or bias in tests (for
example, Briere and Brown, 1971; Briere, 1968; 1973; Chen and
Henning, 1978; Berk, 1982; Zeidner, 1986; Oltman, Stricker and
Barrows, 1988; Kunnan, 1990; Ryan and Bachman, 1992; Holland
and Wainer, 1993). But, this issue needs to be considered more
broadly. Laosa (1991: 6) argues that since ’... population general-
izability is a pivotal dimension of construct validity’, researchers
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need to ’... establish generalizability boundaries that accurately
demarcate the populations to which the accumulated empirical data
permit generalizing’. Support for this position has also come from
the psychometric perspective (see Bentler, 1986; Muthen, 1989).
Muthen (1989: 558) argues that

... the homogeneity assumption is unrealistic when applied to a sample of
students with varying instructional backgrounds. A good example is model-
ling of mathematics achievement for U.S. eighth grade students, where
widely varying curricula or tracks are being followed.

Muthen provides additional examples from survey research in which
he notes that’... the validity and reliability of certain items can be
expected to vary across subgroups defined by race, gender, region,
and issue salience’ (p. 558) and psychiatric epidemiology where ‘...
data come from a mixture of &dquo;normal&dquo; and &dquo;abnormal&dquo; subjects’ (p.
558).

It seems imperative that construct validation research should be
1) designed so that construct validation models can capture relation-
ships among constructs; and 2) designed so that multiple group
models can be used to estimate fit to data.

Several psychometric models have been proposed for construct
validation research that would accomplish the above two emphases.
Overall, in order to establish the crucial relationship between
construct representation and nomothetic span, Embretson (1985:
196) notes that ’... correlational research in which measures of
individual differences in the underlying cognitive variables, test

scores, and external measures are obtained’ is the way to proceed.
Within this approach, there are several different proposed models
(Embretson, 1985; Muthen, 1989).’ Muthen (1989) discusses several
models including regular multiple-group simultaneous structural

modelling in the tradition of Joreskog (1978), the MIMIC model
(multiple indicators, multiple causes) and multilevel analysis. Within
regard to the most popular model, the regular multiple-group
simultaneous structural modelling, Muthen (1989: 563) cautions
researchers

... there are two important requirements of such an analysis that are not
fulfilled. One is that sizeable samples are available for each group. We would
want enough observations in each group to be able to compute stable
correlation coefficients and covariances.

’ 
Embretson (1985: 195) presents several component latent trait models (CLTM) which ’...

provide estimates of the cognitive demands in each item and specify the relationship of
cognitive demands to the cognitive abilities that are reflected in item solving’. These models
are not discussed here as latent trait modelling is outside the scope of this article. 
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1 Modelling in SLA and language testing
Two of the fields in applied linguistics that have used structural
modelling techniques are second language acquisition (SLA) and
language testing. Modelling in SLA, based largely on Gardner’s
(1985; 1988) socioeducational model of second language learning,
has typically focused on individual differences in language learning,
such as language aptitude, attitude and motivation, attrition, formal
and informal language acquisition contexts, intelligence, cognitive
style, monitoring and situational anxiety. Some of the studies that
set out to investigate the causality of SLA include Gardner, Lalonde
and Pierson, (1983), Nelson, Lomax and Perlman (1984), Clement
and Krudenier (1985) and Gardner et al. (1987). Other studies that
have used single latent variables have included language acquisition
and age (Snow and Hoefnagle-Hohle, 1978), pronunciation and
empathy (Guiora et al.,1975), and achievement and classroom input
(Hamayan and Tucker, 1980). While these research studies have
enriched our understanding of the factors that influence SLA,
Gardner’s model and his studies (and the work of his associates)
have been criticized for discrepancies in empirical findings (Oller,
1982), measures of language achievement (Bachman, 1988) and
causal modelling issues (Au, 1988). More recent modelling studies
(for example, Ecob, 1987; Hill, 1987; Turner, 1989; Sasaki, 1991)
have improved on Gardner’s model as well as included more

complex modelling techniques.
Modelling studies in language testing, on the other hand, have

primarily focused on the nature of second language proficiency and
construct validation of tests, despite Upshur’s (1983:99) excellent
argument for measuring individual differences (MID) ’... in the
search for explanations of natural language, its attainment, its use,
and its effects’. Internal structure analyses of tests have been
conducted to investigate Oller’s (1983) claim of a ’unitary trait
hypothesis’ (see Oller and Hinofotis, 1980; Swinton and Powers,
1980; Bachman and Palmer, 1981; 1982; Upshur and Homburg, 1983;
Vollmer, 1983; Vollmer and Sang, 1983; Sang et al., 1986; Boldt,
1988). These studies as well as specific studies on oral communica-
tion (Hinofotis, 1983), pronunciation (Purcell, 1983) and the FSI
oral interview (Bachman and Palmer, 1981) have confirmed that
language proficiency is multicomponential and not unitary as pro-
posed by Oller (1983). A few recent studies have investigated the
relationships among test-taker characteristics or background vari-
ables, such as field independence and test performance (for exam-
ple, Stansfield and Hansen, 1983; Hansen and Stansfield, 1984;
Chapelle, 1988).
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Most of the above-mentioned studies used exploratory factor
analysis or the multitrait-multimethod approach with test perform-
ance data. Confirmatory factor analysis was used less commonly to
confirm or reject causal models of language proficiency (examples
include Bachman and Palmer, 1982; Hale, Rock and Jirele, 1989).
None of the above studies, however, were designed to investigate
the construct validation of tests’ score use or interpretation by
exploring structural relationships among latent variables that
include both test-taker characteristics (TTCS) and test performance.
In fact, it was only recently that Bachman (1990) effectively argued
that TTCs are one of the three critical groups of factors that
influence test performance and, therefore, affect validity and relia-
bility of the tests in question - the other two being communicative
language ability and test method. His framework (1990) provides an
excellent starting point for empirical investigations of structural
relationships among TTCs and test performance.

2 Test-Taker characteristics that influence test performance
Test-taker characteristics (TTCS) or background characteristics are
one of the factors that influence test performance. These TTCs
include personal characteristics or attributes such as age, native
language and culture, ethnicity and gender; educational character-
istics such as background knowledge, previous instruction and

opportunity to learn the target language; as well as cognitive,
psychological and social characteristics, such as learning strategies
and styles, attitude and motivation, aptitude, intelligence, anxiety,
personality, and field dependence-independence, extroversion and
introversion.2 2

This study investigated the influence of the two major TTCs on
EFL test performance: 1) social milieu or cultural background, used
here broadly to include native language, culture and ethnicity of the
test-takers; and 2) exposure or previous instruction as opportunity
to learn the target language (English, in this case) separated into
formal instruction and informal language-learning exposure con-
texts in the learners’ home countries as well as in the English-
speaking countries they visited, and Krashen’s (1982) concept of
self-monitoring by test-takers of their speaking and writing. These
TTCs were designed as independent variables and EFL test per-
formance (TP) factors as dependent variables.

2 Skehan (1989) considers these characteristics as individual difference variables, while
Spolsky (1989) characterizes them as conditions for second language learning in a preference
model. 

 at National Institute of Education on October 23, 2014ltj.sagepub.comDownloaded from 

http://ltj.sagepub.com/


230

II Method

7 Purpose
The purpose of this study was to investigate the influences of the
TTCs mentioned earlier on EFL test performance through struc-
tural modelling. Operationally, several models of the structure of
TTCs and EFL test performance and the influences of the TTCs on
EFL test performance were posited. These models were based on
substantive theories in language testing (Bachman, 1990) and sec-
ond language acquisition (Gardner, 1985), and on preliminary
exploratory factor analyses. However, though the approach used
was structural modelling, this study was exploratory in mode. It

followed, in the words of Cronbach (1989), not a strong programme
of construct validation which involves formal hypothesis testing but
a weak programme of construct validation which involves wide-

spread support for explanations from many perspectives. Cronbach
(1989:16) notes that ’... the investigation should aim to illuminate
the test and the related construction so that persons making
decisions see more clearly how to use the test, and those pursuing
research know where the greatest perplexities lie.’

2 Research questions
The general research question investigated was: What influences do
home-country formal instruction (HCF), home-country informal
exposure or instruction (HCI), English-speaking country exposure
or instruction (ESC) and monitoring (MON) have on the four EFL
test performance factors? If there are influences, to what extent do
they differ for the two native language groups?

3 Sample
Data from the Cambridge-TOEFL comparability study (Bachman et
al., 1991), which included 1448 subjects from eight sites in eight
countries, were used: Bangkok, 169; Cairo, 89; Osaka, 189; Hong
Kong, 196; Madrid, 196; Sao Paulo, 207; Toulouse, 197; and Zurich,
205. Descriptive information collected from all the subjects through
the background questionnaire was as follows: the majority of the
subjects were enrolled either as students, at the secondary school
level (21.3%), or at the college level (full time, 27.6%; part time,
10.45) or in a language institute or other English course (17%),
while 23.7% were not enrolled as students. The median age was 21,
with the youngest test-taker 14 years of age and the eldest 58, and
slightly over half (59.4%) were female.
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4 Instruments

The instruments used were 1) a 45-item Likert scale background
questionnaire which collected responses regarding some of the test-
taker characteristics, such as previous instruction or exposure to
English, and the use of monitoring; and 2) two EFL test batteries:
the First Certificate in English (FCE), administered by the Uni-
versity of Cambridge Local Examinations Syndicate, the TOEFL
and the SPEAK, administered by the Educational Testing Service,
Princeton, and the Test of English Writing, a TWE-like test

developed for the Cambridge-TOEFL comparability study (Bach-
man et al., 1991). Responses to the questionnaire items and the EFL
test scores were used to establish latent variables which could be
used in modelling TTCs and test performance data.

5 Structural modelling approach
As discussed earlier, there are several psychometric models that can
be used. Separate multiple-group structural modelling was used
instead of the simultaneous multiple-group structural modelling
(and the MIMIC and the multilevel models) because the chief
interest in this study was to investigate the different structural

relationships for the two population groups, not comparisons
between the two populations groups for similar models which the
simultaneous multiple-group modelling would have provided.
Another reason for this choice was the fact that there was no

previously established structural model for these variables and for
these population groups to fall back on (and confirm).

Thus, two different population groups based on native language
were examined. They were the non-Indo-European (NIE; = 380)
native language group (Thai, Arabic, Japanese, Chinese) and the
Indo-European (IE; = 605) native language group (Spanish, Portu-
guese, French, German). This was done in order to explore whether
the sociocultural and educational differences between the two

groups would result in different structural relationships between the
TTCs and EFL test performance.

6 Refining models

Two procedures in EQS that helped refine the models by evaluating
the parameters that were being estimated were the Lagrange
multiplier test and the Wald test (see Bentler, 1989, for details).
However, these tests were used only as recommendations and not
followed blindly because often the recommendations did not have
the support of substantive theory. - --. - - - -- . -
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7 Assessment of fit and the evaluation of models

Assessment or ’test of fit’ of a model, as Cuttance (1987: 256) states,
’... refers to parametric statistical tests ... those based on a

particular statistical distribution’, and evaluation of the mode’...
refers to measures of the methodological validity of a model’. The
parametric tests used for the assessment of fit of models were 1) the
X2 statistic for the specified model against the unconstrained or null
model; 2) the X2 ratio which was suggested by Wheaton et al. ( 1977~
as a way of dealing with the effect of large sample size on the X
statistic; 3) the Bentler-Bonett normed fit index (BBNFI) and the
Bentler-Bonett non-normed fit index (BBNNFI); 4) the compar-
ative fit index (CFI)3; and 5) the Satorra and Bentler scaled test
statistic (SBX2) developed by Satorra and Bentler (1988a; 1988b)
that is computed as part of the robust statistics. Cuttance’s (1987)
methods for assessing the methodological validity of models were
also followed by inspecting the parameter estimates, construct

loadings, t-test values and the standardized residual matrix.

8 Statistical software and estimation method

SPSSX was used for exploratory factor analysis and EQS 3.0 version
(Bentler, 1989) for structural modelling. The specific estimation
method used was maximum likelihood (ML) and ML with
ROBUST. ML is used when the ’normal theory’ assumption that
variables are multivariate normally distributed is met. Chou, Bentler
and Satorra (1989) have shown that robust statistics are more

trustworthy than ordinary statistics.

HI Results .

7 Distributions and reliabilities

Table 1 presents the names, labels and descriptions of variables and
constructs. Means, standard deviations and internal consistency
reliabilities are presented in Table 2. Coefficients of skewness and
kurtosis for all the 25 variables were in the range -0.6 to 0.6 for the
NIE group and the -0.8 to 0.7 for the IE group, indicating that the
distribution was close to normal and suggesting that the maximum
likelihood with robust estimation procedure would be appropriate.
Internal consistency reliability estimates for the TTCs ranged from
0.68 to 0.75 and for the EFL tests from 0.79 to 0.97. Correlations for
the variables for both groups are presented in the Appendix.

3 This index developed by Bentler (1990) avoids the underestimation of fit sometimes noted
for the BBNFI in small samples.

 at National Institute of Education on October 23, 2014ltj.sagepub.comDownloaded from 

http://ltj.sagepub.com/


233

a Modelling test-taker characteristics (TTCs): A four-factor struc-
tural model for 12 observed variables was designed for multiple-
group data - that is, for both the NIE and the IE groups.4 These
constructs represented the four TTCs with paths from each of them
to each of the three observed variables associated with the con-
structs. The model included correlations among HCF and ESC,
HCF and MON, ESC and MON. Table 3 presents the results of the

Table 1 Names, labels and descriptions of variables and constructs

4 Only the 12 best observed variables from the group of 45 were chosen for use in these
analyses. The others were dropped because of very low internal consistency reliability
estimates.
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modelling for the two groups. Judging from the X2 statistic, the
model barely fits for the NIE group (p < 0.57) and does not fit for
the IE group (p < .001). But, since the other fit indices indicated a
good fit for both groups and this supplemented the EFA results for
the single group, it was decided to use this model in the modelling of
TTCs and TPs later.

b Modelling test performances (TP): A correlated four-factor
model was attempted for the 13 observed variables for the two
groups. The motivation for this model came from the EFA results
from Bachman et al. (1991) which suggested a higher-order general
factor and four first-order factors. Moreover, modelling in language
testing research (Bachman and Palmer, 1981) has shown that when a
higher-order factor with first-order factors is the best explanation, a
correlated first-order factor (without the higher-order factor) solu-
tion is both mathematically equivalent and practically not an

Table 2 Descriptives and internal consistency reliabilities for all variables

Note:
~’Significant differences between the two groups at p<.001.
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Table 3 Goodness-of-fit indices for modelling TTCs for both
NIE and IE groups

Notes:
SB X~ = Sartorra-Bentler scaled X’; BBNFI = Bentler-Bonett
normed fit index; BBNNFI = Bentler-Bonett non-normed fit
index; CFI = comparative fit index.

unsatisfactory explanation either. Modelling test performance using
this approach was successful. Table 4 presents the results of the
modelling for the two groups. Judging only from the X2 and the X2
statistics, the model was not a very good one. However, the other fit
indices, especially the CFI, indicated that the model fits quite well
for both the NIE and the IE groups.

c Modelling relationships among TTCs and TP factors: After the
above analyses of the TTCs and the TP factors were done, it was
decided to model the data with two structural models with 12 TTCs

(with four constructs or factors) and 13 TP variables (with five
constructs or factors). The two models were model 1, in which the
four test-taker characteristic factors (HCF, HCI, ESC and MON)
were designed to have equal influences on the four TP factors
(RW1, RW2, LS1 and LS2); and model 2 was designed to have the
exposure factors (HCF, HCI and ESC) influence MON (an inter-
vening factor) which in turn influenced the four TP factors.

Table 4 Goodness-of-fit indices for modelling test
performance for both NIE and IE groups
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Table 5 Goodness-of-fit indices for models 1 for both groups

2 Modell 
’

This model had 25 variables grouped into four independent factors,
HCF, HCI, ESC and MON, and four dependent factors, RW1,
RW2, LS1 and LS2. Table 5 presents the goodness-of-fit indices for
the best fitting models for both groups. While the X2 ratio for both
groups was relatively high, the NIE group was better (2.24). This
indicated that the model for the NIE group fits the data for that

group better than did the model for the IE group.
Examination of standardized path coefficients for paths between

independent factors and dependent factors presented in Table 6 and
Figures 1 and 2 showed differences between the two groups: two

path estimates for each of the two groups did not have counterparts
in the other group as they were dropped based on the Wald test. In
the NIE group, the influence of MON on RW1 is .223 but the

corresponding path for the IE group was not significant. Similarly,
for the IE group, the influence of ESC on RW1 was .217 while the

corresponding path for the NIE group was not significant. Other

Table 6 Model 1: standardized path coefficients for paths between factors for both
NIE and IE groups

Notes:
Blank space indicates influence was not estimated or significant; NIE group estimates
are in the first line (in bold) and IE group estimates are in the second line; estimates
with two asterisks are significant at p< 01 or t> 2.58 and estimates with one asterisk
are significant at p<.05 or t> 1.96; the disturbances of dependent factors were
correlated but are not shown here.
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noticeable differences between the two groups included the follow-

ing : 1) the influence of HCF on LS1 (.135 for the NIE group and
-.348 for the IE group); and 2) the influence of MON on RW2
(-.243 for the NIE group and .047 for the IE group). However,
there was one influence that was of comparable strength for both
groups: the influence of ESC on LS1 (.231 for the NIE group and
.226 for the IE group).
From the results presented above for model 1, it was apparent

that the models did not produce either a clear overall statistical fit or
lack of fit for both groups. Thus it was decided to evaluate model 2,
which was theoretically a more interesting model as it followed
Gardner’s (1985) socioeducational model.

3 Model2

In this model, there were 25 variables grouped into three kinds of
constructs: HCF, HCI and ESC (previous exposure to English);
MON (monitoring), and RW1, RW2, LS1 and LS2 (test perform-
ance factors). In this model, HCF, HCI and ESC were independent
factors, MON was a dependent and an intervening factor, and RW1,
RW2, LS1 and LS2 were dependent factors. The paths, therefore,
from the independent factors to the dependent factors could be

Figure 1 Model 1: standardized estimates for paths for the NIE group ,
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Figure 2 Model 1: standardized estimates for paths for the NIE group

drawn directly to them or through the intervening factor providing
for both direct and/or indirect influences.

Table 7 presents the goodness-of-fit indices for the best fitting
models for both groups. Though for both groups the XZ ratio was not
clearly acceptable, the other fit indices were almost the same for the
groups as those for model 1.

Direct (D), indirect (I) and total (T) influences of the exposure
factors (HCF, HCI and ESC) on the intervening factor (MON), and
the four exposure factors directly on the dependent factors (RW1,
RW2, LS1 and LS2) for both groups, are presented in Figures 3 and
4 for the NIE and the IE groups respectively.

Table 7 Model 2: goodness-of-fit indices for both groups
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As presented in Table 8 and Figure 3, for the NIE group, each of
the exposure factors had direct (D) influences on at least two of the
test performance factors. The exposure factor with the strongest
direct influence was HCF with direct influence on both of the

reading-writing test factors: RW1 (.226) and RW2 (.289); on one of
the two listening-speaking test factors: LS1 (.319); and on MON
(.266). HCI had moderate direct influence on both the listening-
speaking test factors: LS1 (.105) and LS2 (.141), while ESC had
direct influence on both the listening-speaking factors: LS1 (.246)
and LS2 (.164) but negative influence on MON (-.142). MON had
direct influence on both the reading-writing factors: RW1 (.186) and
RW2 (.183). Indirect (I) influences which were the products (or
sums of products) of direct influences were few in number and
generally weak, as shown in Table 8: HCF on RW1 (.050) and RW2
(.049) and ESC on RW1 (-.026) and RW2 (.026). In terms of total
(T) influence, there were at least five noteworthy positive influences:
HCF on RW2 (.338), on LS1 (.319), on RW1 (.276) and on MON
(.266); and ESC on LS1 (.246). Other notable influences were MON
on RW1 (.186) and on RW2 (.183).

Table 8 Model 2: direct (D), indirect (1) and total (T) influences on test performances
for the NIE group

Notes:
Blank space indicates influence was not estimated or significant; estimates with two
asterisks are significant at p<01 or f>2.58 and estimates with one asterisk are
significant at p<.05 or t> 1.96; all other influences are not significant; the
disturbances of dependent factors were correlated but are not shown here .~...
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As presented in Table 9 and Figure 4, ESC had direct (D)
influence on the three test performance factors: RW1 (.221), LS1
(.216) and LS2 (.212). HCF and HCI, on the other hand, had direct
negative influence on three test performance factors: HCF on LS1
(-.205), HCI on RW1 (-.144) and LS2 (-.068). MON was directly
influenced differently by HCF and ESC: HCF had a positive direct
influence (.160) while ESC had a direct negative one (-.228). MON
had weak direct influence on two test performance factors: RW1
(.106) and RW2 (.108). Indirect (I) influences were once again few
in number and generally weak: HCF on RW1 (.017), and ESC on
RW1 (-.024) and RW2 (-.025). In terms of total (T) influence,
there were five notable influences: ESC on MON (-.228), on LS1
(.216), on LS2 (.212); HCF on LS1 (-.205) and ESC on RW1
(.197).
Once again, from the results presented above for model 2, it was

apparent that the models did not produce either a clear overall
statistical fit or lack of fit for both groups. There was some

improvement in model fit from model 1 for the NIE group and a
worse fit from model 1 for the IE group. Again, however the
comparative fit indices (0.94 for the NIE group and 0.92 for the IE

Figure 3 Model 2: influences of test-taker characteristics on test performance factors
for the NIE group
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group) showed that the models were quite good.

IV Discussion

7 Home-country formal instruction (HCF)
The influence of HCF instruction on the TP factors in model 1 for
both groups was not substantial, except for a fairly strong negative
influence on LS2. In model 2 for the NIE group, however, its
influence was substantial on three of the test performance factors:
RW1, RW2 and LS1. These three factors included the FCE, the
TEW and the TOEFL, but did not include the SPEAK, which
makes up the LS2 factor. This shows that HCF instruction was an

important factor influencing the performance of NIE test-takers on
the FCE, the TEW and the TOEFL but not on the SPEAK. A
possible explanation could be that since the SPEAK is a non-
interactional tape-mediated, speeded, oral test, performance on this
test may not benefit very much from formal instruction. In addition,
NIE test-takers seem to have benefited from HCF instruction, the
major source of instruction for this group.

Figure 4 Model 2: influences of test-taker characteristics on test performance factors
for the IE group
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2 Home-country informal exposure (HCI)
HCI exposure did not have as much influence on test performance
as HCF instruction for either group across all models. Mode 1
influences were weak; in model 2, for the NIE group, HCI exposure
showed a significant though moderate influence on both the

listening-speaking factors. For the IE group, HCI exposure showed
negative though moderate influences on two TP factors, RW1 and
LS2. HCI exposure influence on both the listening-speaking factors
for the NIE group is an interesting result. It indicates that informal
exposure to English was influential in the performance of NIE test-
takers on these two groups of tests: the listening and speaking test
parts of the TOEFL and the FCE (which are interactional) and the
SPEAK test (which is noninteractional).

3 English-speaking country instruction or exposure (ESC)

Although HCF instruction and HCI exposure did have substantial
and moderate influences on the TP factors, neither of them seemed
to be as substantive as English - speaking country exposure

Table 9 Model 2: direct (D), indirect (I) and total (T) influences on test performance
factors for the IE group

~ 
~~~ _~ 

~ 
z

Notes: 
____ _ _ 

___~ 
__ _

Blank space indicates influence was not estimated or significant; estimates with two
asterisks are significant at p< 01 or t> 2.58 and estimates with one asterisk are
significant at p<.05 or t> 1.96; all other influences are not significant; the
disturbances of dependent factors were correlated but are not shown here.
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influence. ESC instruction or exposure showed substantial positive
influences in model 1 and model 2 for both groups on LS1 and LS2.
In model 2, for both the NIE and the IE group, there were
substantial positive influences on LS1 and LS2 and a not too

surprising negative influence on monitoring. For the IE group, there
was a moderate influence on RW1 as well.

4 Influence of and on monitoring (MON) .

MON had a substantial influence on TP factors for both groups. In
model 1 for both groups, monitoring had a strong positive influence
on RW1 and a negative influence on RW2. This might have been
due to the differences in test methods used by the two RW factors.
But in model 2, which presented monitoring as an intervening
factor, HCF instruction had a strong influence on monitoring and
monitoring had a moderate influence on RW1 and RW2 for both
groups (though more for the NIE group). This result indicates that
monitoring was related to HCF instruction, suggesting that learners
who have formal instruction, such as the NIE group, could be the
ones who strive more for correctness and, therefore, monitor more
than those who are more likely to have had more informal learning,
and are less concerned with correctness, like the IE group. In

addition, it was also interesting to note that monitoring moderately
influenced both the reading and writing tests, since both these tests
provide enough time to respond.

5 EFL test performance
The four EFL TP factors were modelled as correlated dependent
factors in a skills components model of language proficiency. This
structure did not collapse in any of the modelling. The first two
factors, the reading-writing factors, could be distinguished by the
fact that the variables that made up RW1 were FCE papers 1, 2 and
3 (an FCE written mode); and the variables that made up RW2 were
TOEFL sections 2 and 3, and the TEW (an ETS written mode). The
listening-speaking factors could be distinguished too: the variables
that made up LS 1 were FCE papers 4 and 5, and TOEFL section 1
(an interactional mode); and the variables that made up LS2 were
the SPEAK scores for pronunciation, fluency, grammar and com-
prehensibility (a noninteractional mode). The robustness of this
four - factor structure across models and groups provides evidence
that there was a significant difference between the FCE and the ETS
reading-writing sections and between the two listening-speaking
tests: the FCE papers (interactional) and SPEAK (noninterac- - =
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tional). A reasonable explanation for the distinctiveness of RW1
and RW2 and LS1 and LS2 could be that differences in test methods
as well as differences in language skills measured were responsible
for the differences.

6 Model comparisons
While model 1 represents the view that previous instruction and
exposure to English and self-report of monitoring are equal in status
as influences on test performances, model 2 represents Gardner’s
(1985) intervening factors view, though he does not include mon-
itoring in any of his studies. These two models are conceptually
different but the results did not show up this difference. For

example, in terms of the X2/df ratios, for the NIE group, model 1
was 2.24 and model 2 was 2.17, and for the IE group, model 1 was
2.97 and model 2 was 3.01. In terms of the CFI, one of the most
robust goodness-of-fit indices (Bentler, 1990), for the NIE group, for
both models 1 and 2, the value was 0.94, and for the IE group, for
both models 1 and 2, the value was 0.92. The only statistical
difference between the two groups was that while the fit indices
showed that model 2 was slightly better than model 1 for the NIE
group, it was the other way around for the IE group. But since the

improvement of fit for the NIE group from model 1 to 2 and the
degradation of fit for the IE group from model 1 to 2 was so small, it
was unclear whether the difference in models was significant.

V Implications and conclusions

This construct validation study through structural modelling pro-
vided a unique opportunity to explore the dynamic and complex
network of structural relationships among some TTCs and EFL test
performance for two primary reasons. First, though only two major
TTC factors were used in these analyses, it was evident that this
approach uncovered more information about the relationships of
those factors to EFL test performance than would have been
possible if these factors were treated individually, or if any other
procedure was used. Secondly, the two native language groups were
modelled separately so that the native languages and cultures, and
the opportunity to learn English in those two contexts (NIE and IE),
could be examined separately. Research with additional factors,
such as gender, age, attitude and motivation, learning strategies and
styles, to name a few, could provide fuller descriptions. But since not
all of these and other TTCs (personal attributes, educational,
cognitive, psychological and social characteristics) will have sig-
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nificant influence on test performance, the challenge for language
testing researchers is to identify the TTCs that influence test

performance, and then to model those TTCs with test performance
in a network fashion to arrive at a model that could explain the
major influences on test performance. A theory of construct valida-
tion that includes both content representation and nomothetic span
could then emerge.
To conclude, Upshur (1982: 119) notes that measurements of

individual differences has potential for more direct contributions to
theory development in the language sciences’. He provides three
different aspects for researchers considering the measurement of
individual differences and explanation in the language sciences:
’establishing a research agenda, elaborating variables, and evaluat-
ing theoretical models’ (p. 119). Three challenges within these
aspects should be noted by researchers attempting structural model-
ling : incompleteness of structural models (difficulty in knowing
whether a model is complete or not), undecidability of best model
from available models (difficulty in deciding which and when a
model is superior), and inaccuracy in measurement of variables
(difficulty in accurately measuring variables, though they may be
precisely measured). Finally, since data from the human and lan-
guage sciences (including language learning and testing) tends to
have a great deal of complexity and uncertainty (West and Salk,
1987), structural models like the ones discussed here may only be
scratching at the surface of the complexity. Perhaps a complex
systems analysis, following the example of Pena-Taveras and Cam-
bel (1989), may be required for theory development in the language
sciences.
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